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Abstract

Hsu and Bishop argue that the underlying deficBin is impaired
statistical/procedural learning (in particular fididilties in learning non-adjacent
dependencies). This prevents affected children fleseloping abstract syntactic
representations which in turn leads to diminishestipctivity. However, grammatical
productivity need not be based on abstract syatagtresentations. Moreover,
abstraction is a matter of degree, and most evgrgagguage use relies on relatively
concrete, low-level schemas. | suggest that thengratical problems in SLI may be
due not to failure to develop abstract represesriatibut to a disruption of later
consolidation processes which support the developofegast, automatic and error-
free performance.



Productivity, proceduralisation and SLI: CommentHsu and
Bishop

In the 1990s, many researchers tried to explainb§ldppealing to an innately
specified “language module”, which was assumecetoripaired in affected
individuals. Over the years, language researchare hecome increasingly
dissatisfied with this explanation, and numberltdraative accounts have been put
forward which attempt to explain the language diffiies in SLA as a consequence of
an underlying processing or learning deficit. Had 8ishop’s contribution is part of
this research tradition. Specifically, they argoiet t

“... grammatical deficits arise when the learningtegsis biased towards the
memorisation of exemplars, and is poor at extrgciatistical dependencies
from the input.... SLI involves deficits in extraagimonadjacent dependencies
from input, leading to reliance on rote learnin@bstract)

This is an interesting proposal, and Hsu and Bigtitgpan impressive amount of
suggestive evidence. However, while the genera isi@romising, the view of
language and language learning that they assubssesl on some questionable
assumptions. | begin this commentary by discusiage implicit assumptions, and
then show how their basic insight can be refornedah a usage-based theory of
language acquisition.

Grammatical productivity needn’t be based on abstrat representations

Hsu and Bishop draw a sharp distinction betweerrete (exemplar-based)
representations on the one hand and “system-wiskeaaib syntactic schemes” (5) on
the other, and argue that the latter are needeslftport production and accurate
comprehension of sentences that a child never hesdode” (5). However, we do not
need to postulate abstract syntactic structuresdar to explain linguistic
productivity: novel forms can also be constructgdibing a stored exemplar as a
model, and applying analogy (KISS+PA&Ttokissedas HISS+PASTSs to ??7?).

Exemplar models work particularly well for morphgio(e.g. Eddington, 2000),
but have also been applied successfully to a nuef®mtactic phenomena (see Bod,
2006; Skousen, 1989, 1992). Since analogies lmasadsingle model are frequently
incorrect, successful analogical models computdipt@lanalogies in parallel, and
then choose the best solution using an algorittanttades frequency off against
similarity to the target. The problem with this apgch is that it results in a
computational explosion when the system needsrpate a number of analogies
simultaneously, each involving a large number oflels. For this reason, most
language researchers assume that in the couraegafdge acquisition analogies
computed “on the fly” are gradually replaced byrstbschemas. (Note, however, this
property of analogical models offers a natural acc®f the problems experienced by
children with SLI: computing multiple analogiestlé same time will be particularly
difficult when processing resources are limited] #re whole process may be
abandoned.)

In usage-based approaches, schemas are regaralestrast symbolic units which
capture the relational similarities between thectete exemplars from which they
emerge. Since analogy also relies on relationalaiity, applying analogy and
extracting schemas are closely linked. Applyingl@gainvolves three stages:
retrieving relevant exemplars from memory (whichuiees assessing the similarity of



the target to potential models), establishing @poadences between matching parts,
and computing the novel form. If a speaker repéptedrieves the same, or
substantially overlapping, set of exemplars forgheposes of computing an analogy
and compares them to establish correspondencesdretubparts, the links between
the corresponding subparts will be strengthenexiltiag in the emergence of a
schema. Thus, schema extraction can be regardedeaslt of applying analogy to
produce and understand novel forms (Abbot-Smitho&n@sello, 2006; Bbrowska,
2008a; Langacker, 2000, 2010).

Abstraction is not an all-or-nothing affair

Even if we accept that productivity involves relyion stored schemas or rules, it
Is important to realize that abstraction is noal+or-nothing affair but a continuum:
that is to say, speakers have not only fully corecumits Get a life!, | don't think so,
What's a nice girl like you doing in a place likes?) and fully abstract schemas
(SVO,AUX S VP?)but also partially schematic constructions suctake a look at
NP, will you VP for me?, NP learn from NP-GEN mists. Such partially schematic
constructions are ubiquitous in language (Boasp2Gbldberg, 2006). Many are
idiomatic in that they involve combinations of weradr categories that violate some
basic rules of the language, such as, for instahedhe X-er the Y-eronstruction
exemplified by expressions suchTdse more the merrier, The sooner the better, The
bigger they come the harder they f@llimore, Kay, & O’Connor, 1988). Others,
such as th&vhat's X doing Y®2onstruction, follow the general structural patseof
the language but have idiosyncratic meanings (Kayilgnore, 1999).

Much of the early work in construction grammar wasoted to documenting the
existence of such idiosyncratic constructions. tBete is a growing consensus that
even form-meaning pairings that are fully preditddbom general rules may
nevertheless acquire unit status, i.e. become ransins in their own right
(Goldberg 2006; Langacker, 2000). For instance mddult native speakers of Polish
form the dative case, they appear to rely on lovelleules applying to clusters of
words sharing certain morphophonological propelgesh as “adeu to nouns
ending in eci€”, “add -u to nouns ending inskd’, “add -u to nouns ending inmie”’,
etc.) rather than on more general rules (“adtb-neuter nouns”), in spite of the fact
that the more general rule subsumes the more gpen#és and thus describes the data
more economically (Bbrowska, 2004a, 2008a).

As a second example, consider English questiorslaig-distance dependencies
(LDDs), i.e. questions which contain a dependeretyben a filler in the main clause
and a gap in a subordinate clause, a&hm do you think [ _; won the race]?,
wherewho“goes with” the subordinate clause venmn,rather tharthink. Such
dependencies are often called “unbounded” becaugpenciple, there can be any
number of clauses intervening between the fillet e gap (cfWha do you think
[Steve believes [they said [Maria imagined { won the race]]]]?. However,
sentences involving dependencies spanning moreataclause boundary are
extremely rare — perhaps non-existent — in spootasig produced texts. In fact,
attested examples of LDD questions are extremehgstypical: the matrix auxiliary
is nearly alwayslo, the matrix subjecyou,and the verbhink or say, and the matrix
clause contains no complementizer and no additioalifiers. This has lead some
usage-based linguists 4browska, 2004b, 2008b; Verhagen, 2006) to propuste t
speakers’ knowledge of these constructions isdagdtined in terms of two
lexically-specific templatesiVH do you think S-GAP&hdWH did you say S-GAP?
According to such accounts, speakers produce “poitmal” LDD questions, i.e.,
those that match one of the templates, simply bgrimg appropriate lexical material



into the WH and S-GAP slots. “Unprototypical” quess are produced by modifying
the template, which requires extra effort. Thereossiderable evidence that
prototypical LDD questions are indeed more basid, @asier to produce, than
unprototypical ones. They are acquired earliertolden (Dabrowska, Rowland, &
Theakston, 2009), produced more fluentlglfibwska, 2010), remembered better
(Dabrowska et al., 2009), and judged to be more aabép{Dibrowska, 2008b).

The accounts proposed bylwowska and Verhagen suggest that the complicated
syntactic machinery postulated by formalist theot@@account for such sentences
(cyclic WH-movement, empty nodes that serve asitansites, constraints on
movement) may not be necessary. Of course théHacthey are not necessary does
not entail that they do not exist: it is perfeqtlyssible that speakers represent “the
same” information redundantly at different levelsabstraction. However, it is
important to note that in this case, the burdemfiwith researchers who claim that
they do exist.

Normal productive use is sanctioned by low-level kemas

Langacker suggests that while mental grammarsaoatain both abstract
high-level schemas and relatively specific, lowdlegeneralizations, it is the latter
that are normally employed for assembling novekesgions; high level schemas
“may be of only secondary significance, serving enoiran organizing function than
an active computational one” (1991: 265). Absttagh-level schemas may be
needed to account for novel usages Heesneezed the napkin off the tatm®on’t
giggle me(although they could also be produced on analoggdre conventional
expressions lik&he wind blew the napkin off the talaledDon’t tickle m¢; but
ordinary, garden-variety sentences Ite put the car in the garage Do you like
apples?an be produced simply by inserting material ietadally specific templates
such asNP; put NR DIR andDo you like NP?espectively.

There is a considerable body of evidence suggestat speakers prefer low-
level schemas, and that performance is faster awd atcurate when a low-level
schema is available (seatowska, 2010, for a review). As observed earlier,
prototypical questions with long distance depenaEnwvhich can be produced
simply by inserting novel phonological materialara lexically-specific template) are
produced more fluently and remembered better tlomrpmototypical questions. A
large number of psycholinguistic studies have destrated that verbs are processed
faster when they occur in a construction with whiedy are frequently associated
(Garnsey et al., 1997; Holmes, Stowe, & Cupple8919rueswell, Tanenhaus, &
Kello, 1993). The simplest explanation for suchdings is that speakers store
lexically specific templates consisting of the varidl a schematic characterization of
its frequent arguments, eldP claim S, NP accept 8nd that such templates are
easier to access than more general representéfitims latter are available).

Similar effects have been observed in morphol@gyprowska (2004a, 2008a)
found that adult native speakers of Polish werelmhetter at inflecting nonce nouns
from densely populated morphophonological neighboads (for which they are
likely to have low level schemas) than on nounsnfsparsely populated
neighbourhoods (where they have to apply the géndeg; and in fact some
speakers did not appear to have a general rule &bha differences are particularly
large for nouns belonging to the smallest clasat@re): in the Bbrowska (2004a)
study, speakers supplied the target inflection @8%e time with neuter nouns with
stems ending iranieand-enie(an ending shared with a large number of real npuns
but only 47% of the time with neuter nouns beloggim more sparsely populated



morphophonological neighbourhoods — in spite offélee that the same ending is
required by all canonical neuter nouns.

Acquisition of grammar is not just distributional | earning

Hsu and Bishop contrast the generative approachydiag to which the
acquisition of grammar involves setting the valoka small set of parameters, with
the statistical learning approach, which claimg thaguage learners extract statistical
regularities from the input. It is worth noting tlgenerative linguistics and the
particular version of the statistical learning aygwh that Hsu and Bishop draw their
inspiration from share an important characterighey both focus on the purely
formal aspects of linguistic organisation, and séemverlook the fact that language
Is used to communicate meaning. But knowing a laggunvolves more than
knowledge about the transitional probabilities kew elements, whether adjacent or
even non-adjacent; it involves the knowledge ofstarctions, i.e., form-meaning
pairings.

Meaning is not only what language is for; it al$ays a important role in shaping
its structure, and it provides crucial clues algraimmatical organization (including
constituency and category membership) to the lagglearner. It also mediates
analogical extension: the most useful analogiesatdetween pairs of forms, but
between form-meaning pairings. Learners can appjogy to create novel
utterances by replacing a word or phrase in theahattierance with an expression
that plays an analogous role in the situation dlesdrby the new utterance. Thus, the
sentenceé painted the red bardescribes a situation in which a particular agtré (
speaker) paints a particular object (a barn) cdréiqular colour (red). If the painter is
Claire we can describe the situation by say@igire painted the red barnf the
object is a house, the sentence becdmeamted the red housdf, the painter used
blue paint instead of red, this will be described painted the blue barrgnd so on.

As Chomsky (in Searchinger, 1994) points out, puf@mal analogies (i.e.,
analogies between pairs of forms) are often mighgad hus, both of the sentences in
(1) are grammatical; but substitutisgefor paint produces a grammatical result in
(2a) and an ungrammatical one in (2b). Analogiegtdan both form and meaning,
on the other hand, are much more reliable.

(1) a. | painted a red barn.
b. | saw a red barn.

(2) a. | painted a barn red.

(2) b. *I saw a barn red.

There is no doubt that statistical learning playsnaportant role in language
acquisition. However, statistical learning involvasre than just learning about how
frequently a particular sound or word (or classainds or words) occurs next to
some other formal element or class of elementdsdt involves learning how
frequently a particular linguistic form is usedexpress a particular function, and
tracking the frequency of co-occurrencerdaningfulelements. And, importantly,
other abilities, such as the ability to infer me@nirom context and to apply analogy,
are also critical for the development of languabentasello, 2003).

So what precisely is the problem in SLI?

Non-adjacent dependencies?




Hsu and Bishop summarise a number of studies stiggekat children with SLI
are less productive in their use of grammaticaktmctions, even when compared
with younger children matched on MLU. They alsorpaiut that in several artificial
grammar learning experiments, adults and adolesedttt SLI were unable to learn
nonadjacent dependencies, and suggest that teedatilains the former: learning
non-adjacent dependencies helps learners discbs#aat structure and hence
become productive.

| am not convinced by this part of their arguméingeems plausible enough
that SLI children have particular problems with ramjacent dependencies, and that
this difficulty may have further, and non-obvioasnsequences for grammar learning
(see also Leonard and Deevey in press). Howevaogs not necessarily follow that
establishing non-adjacent dependencies is the ymedifficulty in SLI. Non-
adjacent dependencies are more difficult than adjagnes, even for normally
developing children and adults. Thus, it is nopssing that they should be
particularly problematic for children with SLI. Meimportantly, although such
children ardessproductive with some grammatical markers — notably
tense/agreement morphology — than normally deve¢pphildren, they still
demonstrate a fair degree of productivity with thesorphemes. Five-year-old
children with SLI use tense inflections about 40Bthe time; by seven years of age,
they supply them in approximately 80% of obligatoontexts (Rice, Wexler, &
Hershberger, 1998); and they overregularize as sitailar to normally developing
children of the same age (Marchman, Wulfeck, & Weig 1999). Thus the problem
is not the lack of the requisite grammatical repn¢ations, but rather failure to
consistentlyapply grammatical markers in obligatory contexts ether words, it
seems to have more to do with the proceduralisatidnguistic knowledge.

Proceduralisation?

Hsu and Bishop point out that grammatical SLI sbassociated with poor
procedural learning, and observe that “these figelipoint to a common basis for
procedural and statistical learning, as both ingahaplicit learning of sequential
patterns and both distinguish typically-developohgdren from children with poor
grammar” (16). However, they caution against asttichotomisation of linguistic
processea laPinker (e.g. 1998) and Uliman (e.g. 2004), whereabolary and
irregular morphology are subserved by declaratieenary while regular morphology
and syntax rely on the procedural system, pointimgthat statistical learning can
account for both regular and irregular morphology.

An additional reason to be sceptical about the étifikiman approach is that it
does not generalise well to languages other thgtdfn The dual mechanism theory
offers a convincing account of English past temgk@ural marking systems which
show clear dissociations between a highly prodeategular inflection and the
irregular patterns, which are only a marginallydarctive. However, in English,
regularity is confounded with several other projsttThe regular and irregular
inflections rely on different morphological mechsmis (regular past tense and plural
forms are formed by suffixatigmhile most irregular inflections involve stem
changes), and they differ in frequency (the twautaginflections have very high type
frequencies, while most irregular forms have higken frequencies) and applicability
(the regular inflections combine freely with a \eyi of different stems, while the
irregulars apply to individual words or clustergpbifonologically similar words).
These differences exaggerate the contrast betveggtar and irregular process,
making what is a quantitative difference appeatitaieve (Dabrowska, 2001).
Languages with more complex inflectional systenthsas Polish (cf. Bbrowska,



2001, 2004a), Italian (Orsolini, Fanari, & Bowld898), Icelandic and Norwegian
(Ragnarsdottir, Simonsen, & Plunkett, 1999) oftentain patterns with intermediate
productivity, which share some properties of Erghesgulars and some with
irregulars; moreover, in these languages frequandyphonological similarity effects
are often observed for regulars as well as irregula

Thus, linguistic systems (lexicon v. grammar) déimé up neatly with memory
systems (declarative v. procedural). Both memosyesyis are probably involved in
both types of linguistic knowledge (which explathe co-occurrence of lexical and
grammatical deficits — cf. Bates & Goodman, 199%79ugh to different degrees and
at different stages.

Learning a language involves four main procesdgsacquiring a database of
memorized form-meaning pairings, (2) segmentingane into smaller chunks
(phrases, words, morphemes) and matching thes&shwith salient semantic
substructures, (3) forming slots by generalizingratems which express similar
meanings and occur in the same position in thetonact®n, and (4) optimizing the
retrieval and integration of units for fluent presiang. The first three of these
processes rely strongly on attention, controllemtpssing, and the declarative
memory system (although statistical/proceduralniegris also involved, of course,
particularly in the acquisition of the phonologisgkstem — cf. Jusczyk, 1997;
Velleman & Vihman, 2006). Learning during thisgeas relatively fast and results
in obvious changes in behaviour: new words andtoactsons appear in the child’s
speech, and usage becomes increasingly flexiblermadive. The optimization stage
relies almost entirely on procedural memory. Laagns slow, and does not involve
the acquisition of new knowledge, but rather thesodidation and restructuring of
existing knowledge. Consequently, there are no dt@mbehavioural changes:
performance gradually becomes faster and more atecur

An explanation in terms of impaired procedural iéag provides a plausible
explanation of the linguistic problems experienbgdlder children with SLI: they
are able to use most constructions productivelyhmir performance is slow,
effortful and inconsistent; and they experiencdipalar difficulties with the more
grammaticised aspects of linguistic structure -fiam words and inflectional
endings. Of course, language problems in SLI becevident much earlier: affected
children are late talkers, have difficulties leagiwords, short MLUs, and unstable
phonological representations. These difficultiesldde due to problems with
constructing phonological representations, sinoegutural learning is critically
involved in the development of phonology (Velleng&aiihman, 2006).

Concluding remarks

As pointed out earlier, proceduralisation is a sfpacess, even in normal
language development. English speaking childremlteguse past tense inflections at
about 2;4, and begin to use them productively y&deaced by overgeneralization
errors) a few months later. They supply them fatdysistently, in about 90% of
obligatory contexts, by age 4;0; by 5,0, regularkimy rates in spontaneous speech
are close to 100%. Thus, even for a relatively sgnamd frequent construction, the
time lag between emergence and full mastery cajulie substantial.

We don’t know very much about these later processesnsolidation and
restructuring that lead to fast and accurate perdoice. Most child language research
concentrates on the early stages of developmerme Cmildren demonstrate above-
chance performance on comprehension tests, or giigdwse of a particular
construction, researchers conclude that they hegeir@d the relevant knowledge.
Inconsistent performance is regarded as just pleafprmance -noise in the data that



adds little to our understanding of language actois But knowledge about these
processes could provide important clues to undwdgtg SLI, where it is clear that it
more than just noise. Conversely, a better undsisig of exactly what goes awry in
SLI may help us understand normal development.
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